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8.1 Link-to-System Interface

@ Block error rate(BLER) R #EL & 1F 240 e iE g i
MmELE G /E (Link-level)f5fE » RELSLSITRE L ETE(H
da RO R FESE [ LLSHSBLER o

o SLSTEERFEEEFNACLELLS » FELLSEH#EETIBLER
» A5 . Effective SINR ~ Modulation Scheme -~
Coding Rate -~ Block Size...Z -

o Tinrmh%;fn; 7 |k Abstracton el / Lnerformance odel |
| smalifiarge -scale fadin | |
smellarge-scaie g | > |
| pathl Post _I_. SSSSS I - I
| = Detection i i | SINR
| AR ~ SINR | . | Compression SINRE"_‘ Mapping to ?LER'_
Inter-cell interf To BLER/FER |
I tPo Il b (i?;cej/ | I SINR, I
| P g-— frequency) [ - |
| - | ' I
I M Sche — 4‘
I g Rat — l
N e e e e e e e e
111111111111 > |
||||||||||| g Pattern —= |
_____________
Ref:[1] Z. Hanzaz and H. D.
Schotten, “Analysis of effective Fig. 2. Link-to-System interface mapping. > l )1.. “%
. é - )
SINR mapping models for MIMO 4 m - =~

OFDM in LTE system” ational Chung Cheng University
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8.2 Effective SINR

@ OFDMFfiTHyEH - {H15-a¢{#Etransport block &5 #;
{iEflsubcarriers » &{EsubcarrierpiEHyHE>2R BN [E]

@ Multipath fading & & £({F A [Esubcarrier 55z 210y

R [E](frequency selective fading) » R » &4
subcarrierdySINR & A [5]

+ Different channel quality for different subcarrier

[H(f)|*

H HEr—-

O M0 MO - (I

- Channel Bandwidth >
One subcarier

f

Ref:[1]  Fig. 1. Effect of multipath fading on one transmitted block.
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8.2 Effective SINR

i

TS A SINREE =

SINR)

System Level Simulation
Link Measurement
Model

Link to System Interface

Link Abstraction Model / LinkPerformance Model

smallflarge-scale fading

—Ib- SINR,

I
|
>
I pathloss Post SINR,
| had = Detection i SINR
| Shacowing SINR . Compression SINRgr Mapping to
| Inter-cell interference (space/ | To BLER/FER
i SINR,
| Power allocation ¢ time/ ) l f
= frequency) | | SINR,
Tx/Rx pre/post-processing —* =
| - l ;
I ] Modulation Scheme g 4‘
N e e e Coding Rate —
Packet Length ~ — %
Interleaving Pattern
___________ -
Fig. 2. Link-to-System interface mapping.

Ref:[1]

P(k) ~ SINR(k)

—

D

Subcarriers (k)

Fig. 3.

BLER

EESM>

[

1Y+ ARIBEUE SINRIE S E —{lEtransport block®55
EI’]BLERE—P SrEYER
—{ESINR(Effective

'\\\

MCSl MCSZ Y MCSB

Mapping in EESM model.



Effective SINR Mapping(ESM)

o LI MREESHEEESMIEZ
+ Capacity ESM(CESM)
¢ Exponential ESM(EESM)
¢ Mutual Information ESM(MIESM)
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CESM

@ [1]This approach is based on the channel capacity
measure and it is called the Capacity Effective SINR
Mapping (CESM). The main formula to calculate the
Information measure based channel capacity is as
follows:

I, =log(1+vy)
i & bcar
o The effective SINR value as follows: | " wapaty

SINR,;; = B * (z(% T toga(145574)) 1)

T2 Fgycapacity % - [BIHE & ERY

SINR - BJI &effective SINR 9 ﬁ g@ g; {2‘{9 I_ )': »“%

ational Chung Cheng University



Exponential ESM

@ [1]The EESM model, as its name refers, computes the
Information measure based on exponential function
¢(SINR) = exp (-SINRS) .

@ The final derivation of the formula is as follows:

N
I < IN Ry,
SlNReff = —Jﬂ In (N Z exp (_ S : L))
k=1 '

€y wz72re
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Exponential ESM

@ Assume the 2-state channel is characterized by an
SNR vector y=[y1 y2], where the two states y1 and y2
occur with probability p, and p, respectively

¢+ What's the expected BPSK (UB) BER Pb?
¢ P,,=eY P,=eV SEAET8.3
¢ eVl = E[Pb] = p,*eYt + p, *eV? FESTHES
* Yeir = -In(p* €Vt + p, ¥ eVv?)

» Assume p,=p,=0.5 ,y1l=0dB (1), y2 = 6dB (4)

» P, = 0.3679, P,, = 0.0183

» E[ Pb]=0.1931, vy = 2.16dB (1.645)

@ The generalized exponential ESM

Reference: 3GPP R1-031303

1 5 _ﬁ 5y \
Y et :_IBIHEN;e ﬁj ﬁ @‘i’-{z{) A
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MIESM

@ The information measure is made based on the mutual
iInformation function @(SINR) = I(SINRK).

@ The general formula as follows:

N
1 ‘INR),
SINR;f = 3.1 (N Y1 (‘5 QRR))

mp 1 Z;( (:‘Xp( 4)
IE
l-m,p(m) = mp — T” Qmp Z Z Z 1 exp 4)
=1 b=0 . E}\ xEX
where A = —|Y — \/T(f —z)|? Ref:L1]

@ where, I, Is the bits per symbol for the selected modulation

scheme, X is the set of symbols, X} is the set of symbols for
which bit | equals b. Y is zero mean unit variance complex

Gaussian variable.
B <
R © N

ational Chung Cheng University
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Gaussian (Normal) Distribution

N(p, o%)

The Normal or Gaussian distribution, is an important family of
continuous probability distributions

The mean ("average", y) and variance (standard deviation squared,
o) are the defining parameters

The standard normal distribution is the normal distribution with
zero mean (u=0) and unity variance (02 =1)

Many measurements, from psychological to thermal noise can be
approximated by the Gaussian distribution.

€y wz72re
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http://en.wikipedia.org/wiki/Mean
http://en.wikipedia.org/wiki/Variance
http://en.wikipedia.org/wiki/Variance

Gaussian RV

A Gaussian RV, with mean value m, variance ¢?, is denoted as N(m, o2).
Probability density function(pdf) is

1 _(x—m)?
(x) = e 20?2 x€ER
Jxb) = o=

Also known as normal distribution.

N(0,1): standard normal distribution, pdf and CDF are given respectively as:
2

1 X
x) =——e 2 Fy(x) =— Jede
fx(x) NeT x (x) N
Define function Q(x) as the tail integration of normal Gaussian:
Q(x) = f e de
Ner

From definition of Q-function, we can see that

Fx(x) =1-0Q(x) = Q(—x)

. Y wE7as

ational Chung Cheng University



PDF of Gaussian Distribution

| Standard Norma Distribution

S - P = 2 )
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Additive white Gaussian noise and error

@ Receive signal: y(t) = H(t)x(t) + n(t)
+ arandom n(t) is called white process if it has a flat power
spectral density (PSD)

+ The white process, from thermal noise, can be approximated
as a Gaussian process hf

. S(f)=—
¢ The PSD is given by ) 2("* -1)
h=6.6e-34 Joules sec: Planck’s constant ‘

_1 386 n: , kT N |
k=1.38e-23 Joulles/KeI_vm. Boltzmann’s constant ~ 20 watts/Hz = —° watts/Hz
T: temperature in Kelvin degree o)

o N, [dBm/HZ] i
= 10L0g, (1.38e-23 x 290[16.85°C] x 1e3[mW/M])
=-174 [dBm/HZz]

@ BER is the ratio of erroneous bits to correct bits
@ BER is an important measure of digital communication link
@ BER depends on the signal and noise power (Signal to Noise

Ratio) ﬁ ) éfz{; I+

-lational Chung Cheng University
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Maximum likelihood selection: the nearest neighbor

@ y=X+n,n~N(O,Ny/2)

Pix=u, |y} PX=ugly}

Ify< (uA+uB)f2 \ Iy > (u+u )2
choose ", / \ choose g~
A /

/ - | i _ \x - ,\l%

eng University




Error probability

U, +
X=UB]f:P.:-{T:} A:-;, : X=UA}

s N ¢ “'1,

‘u —u ‘ ‘H — U ‘fﬁ ‘H —u ‘
B 4 B A B y

u,+u
eyttt

/ 2
y—upifx =ug \ 2 ) \ 2 )

\'
\'% y—UBifX=uA Hll

=0 =
—

5

ifuB:\/Eb‘“_i:_\/fb%&:Q[ /25.@,
A

Q(V2SNR ) Hi/E
BPSK{ybit error rate

€y wz72re
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Q function upper Chernoff bound

@ Generic Chernoff bound for a random variable X
¢ Foreveryt>0

Pr{X >a}=Pr{e” >e"}< E[e" ®]=e""E[e"]

@ Assume X ~ N(0,1)

o _(u-t)?, t
ezdu_—je 2 2du e?2

rfe J2z 4

@ Lett=xin generic Chernoff bound inequality

E[etX]

Q(x) = P{X >x}<e ¥E[e”]=e"e? =¢ 2

< —x?
QB) =& gpsy geR P, = Q(v2SNR) <e™*\*

AP |ational Chung Cheng University



BPSK symbols on multiple subcarriers

@ Bitlength L block error rate of BPSK without coding/scrambling
¢ BLEP=1—-(1-Py)"

@ How about different SNR values in each sub-carriers of OFDM ?
+ For each subcarrier - costly input for link level simulation
¢ Ifonly 2 states > (5 + 15)/2 ?? (5dB + 15dB) /2 ??

@ Basic principles of an Effective SINR Mapping (ESM)

¢ From an instantaneous channel state, such as the
instantaneous SINR for each sub-carrier in case of OFDM, to
a corresponding block-error probability (BLEP)

+ Map the instantaneous channel state, e.g. the set of sub-
carrier SNRs {y,} in case of OFDM, into an instantaneous
effective SNR vy« (a scalar value)

+ The effective SNR is then used to find an estimate of the
block-error probability from basic AWGN link-level
performance

+ BLEP({yJ) = BLEP(Y) ﬁ K2 ELY

-lational Chung Cheng University



Exponential ESM

@ Assume the 2-state channel is characterized by an
SNR vector y=[y1 y2], where the two states y1 and y2
occur with probability p, and p, respectively

+ What's the expected BPSK (UB) BER Pb?

¢ P,=¢eV, P,=¢eV

¢ eVl = E[Pb] = p,* eVl + p, * &2

* Yeir = -IN(py* €Y+ p, ¥ e¥?)
» Assume p,=p,=0.5 , y1 =0dB (1), y2 = 6dB (4)
» P,; =0.3679, P,, =0.0183
» E[ Pb]=0.1931, vy = 2.16dB (1.645)

@ The generalized exponential ESM

1 N i
7/eff — _,B |H{NZE % y@ Ige%c%3%ﬁ@-031303
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Representation of Signals

Envelope/Phase
A ¢

In-phase/Quadrature
(Asing), (A cos ¢)

Time

A sin(wt + ¢)

(Acosg) sin(wt)
+(Asing) cos(wt)

Waveform

AA

0

-5 0 5

Vector

Table 3.1:

Signal representations of Asin(wt + ¢)
) ~lauonal Lnung Lneng University
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High order modulation

Nearest neighbor detection

1p - ¥ » *

Quadrature
Quadrature

-1} » » »

-3r » » L

-3 -1 1 3

In—phase In—phase
AWGN N(0,0.01) AWGN N(0,0.25)

y ssrent
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EESM Derivation of high order modulation

Basic idea is to find an equivalent SIR in the AWGN
channel that results in the same BLER, using the
Union-Chernoff bound to relate the error probability to
the corresponding SIR in a channel/subchannel with
an approximately constant channel response

An adjustment factor (b) is necessary for QPSK and
higher-order modulation schemes

Less accurate in case of M-QAM, forM >4

The corresponding BLER performance can be found
through table look-up from the pre-computed AWGN
BLER performance for each modulation and coding

combination.
ﬁ % rge@{g,ce:-ﬁ392p@-o313o3
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Approximation of error probability

Modulation  Pg(7s) Py(vp)

BPSK Py =Q (v2m)

QPSK P, ~2Q (/7) Py~ Q (vVZ%)

MPSK P, = 20Q (/27 sin {%)] P, = ? 7 Q (/273 logy M sin (”)
SR 7 R =

Table 1: Approximate symbol and bit error probabilities for coherent modula-
tion

Ref: [2]http://www.unilim.fr/pages_perso/vahid/notes/ber_awgn.pdf
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